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Motivation 

• New methods to mitigate variability introduced by RES and ensure high 
level of system security  3 
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What the book offers 
• Fundamentals and application of recently developed methodologies for 

assessment and enhancement of power system security in short-term 
operational planning (e.g. intra-day, day-ahead, a week ahead, and monthly 
time horizons) and real-time operation.  
 

• The methodologies involve: 
Data mining 
Probabilistic theory 
Computational intelligence 
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Key Features 
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Preventive control

Corrective control

Control actions

Real-time decision 
making

Real-time visualization 
and alerting

Control center

Pre-contingency online 
static/dynamic security assessment

Post-contingency real-time 
dynamic vulnerability assessment

Situation awareness

WAMS (PMU)

EMS/SCADA

Measurement data

Historical system 
performance data

Operational statistics

Pattern recognition 
expert system

ELECTRIC 
POWER GRID

• Data mining based behavioural recognition  
• Security constrained optimal power flow 
• Risk-based reliability and security 

assessment 
• Dynamic vulnerability  
• Data mining based intelligent protection 

and controlled islanding 
• Model predictive control 
• Multi-agent and distributed control systems 
• Real-world implementation of self-healing 

applications in WAMPAC (Wide Area 
Monitoring Protection and Control). 



Book Structure 
PART I: Dynamic Vulnerability Assessment 
PART II: Intelligent Control 19 Chapters 
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Power System 
Vulnerability Assessment

Off-line Assessment On-line Assessment Real-time Assessment

Post Mortem 
Analysis

Steady-state 
simulation

Dynamic 
simulation

Probabilistic 
models

HPC techniques

Advanced 
Visualization

Pre-contingency 
AI & Data mining

Post-contingency 
Based on PMU
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A brief view of Dynamic Vulnerability 
Assessment 
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Dynamic Vulnerability Assessment (DVA) 

9 

How to  use post-contingency data from PMUs to ascertain the 
actual security status with respect to vulnerability boundaries?  



Dynamic Vulnerability Assessment (DVA) 
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Actions and operations within the power system  



Dynamic Vulnerability Assessment (DVA) 
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Grid blackouts registered around the world  



Dynamic Vulnerability Assessment (DVA) 
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Time delay of a WAMPAC scheme per process  



Dynamic vulnerability regions (DVRs) 
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DVR concept 

Hyper-plane boundaries 
(Approximated numerically 
by mining post-contingency 
data from PMUs) 

N-1 Contingency 
Monte Carlo Simulation

Post-contingency 
Pattern Recognition

Dynamic Vulnerability 
Regions Off-Line Training

System Model & 
Topology

Short-term unit 
commitment

Probability 
Distribution Functions

Empirical Orthogonal 
Functions (EOFs)

Post-contingency Dynamic 
Data and Vulnerability Status

Recognition of DVRs 



Post-contingency vulnerability status prediction 
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Dynamic 
Vulnerability Status 

Prediction

Dynamic Vulnerability 
Regions

 Intelligent Classifier
Training

SVC

Post-contingency 
Pattern Recognition

Post-contingency 
PMU Dynamic Data

Trained 
SVC

Real-Time Assessment

Off-Line Training

SVC Parameter 
Identification

MVMO

Empirical Orthogonal 
Functions (EOFs)

S

Three short-term stability phenomena (transient stability, voltage 
stability and frequency stability -TVFS-) 

SVC: support vector classifier 



Post-contingency vulnerability status prediction 
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To adequately capture the system response for TVFS stability 
phenomena, several time windows (TW) have to be defined: 

 

⇒The TWs are established according to the statistics of the 
triggering times of the relays, influenced by the WAMPAC 
communication time delay (tdelay) 

{ }min 1
min , ,

i i iOSR VR FR delayi n
t t t t t

=
= −



n: Number of Monte Carlo simulations 
tOSRi: Tripping time of out-of-step relay  
tVRi : Tripping time of frequency relay  
tFRi : Tripping time of frequency relay  



Post-contingency vulnerability status prediction 
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To adequately capture the system response for TVFS stability 
phenomena, several time windows (TW) have to be defined: 

 

⇒Since the post-contingency data comprise the samples taken 
immediately after the fault is cleared, the first time window 
(TW1) is defined by the difference between tmin and the 
clearing time (tcl). 

1 min clTW t t≤ −



Post-contingency vulnerability status prediction 
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To adequately capture the system response for TVFS stability 
phenomena, several time windows (TW) have to be defined: 

 

⇒The rest of the time windows are defined based on the 
statistical concept of confidence interval related to 
Chebyshev's inequality: 

{ }/ / 13k OSR VR FR kTW std t TW −≈ ⋅ +

std{⋅} : standard deviation of the relay tripping time that most 
intersects the corresponding time window TWk. 
 



Support vector classifier (SVC) 
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Combinatorial 
Analysis C

Suitable Features 
EOF scores

Vang – Vmag – Freq

Selected features

m
3

YESNcomb < 7?

NO

Decision Tree

Classification accuracy 
CANcomb = mean{CANcomb_i}

Selected features 
⇒  max{CANcomb}

i < k?

k-fold cross 
validation

YES

NO

CANcomb_i

 Choice of appropriate pattern 
vectors showing the evolution 
of specific phenomena (TVFS).   

 

⇒Feature selection procedure 
that maximizes the 
classification accuracy (CA) by 
using decision trees (DT) 

Essential aspects for 
training the SVC: 

EOF: Empirical orthogonal 
function 



Support vector classifier (SVC) 
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Essential aspects for 
training the SVC: 

 Identification of the best 
parameters of SVC.  

 

⇒Parameter identification 
problem solved by using 
MVMO algorithm. 

Selected features

CA

OF =  Σ CA 

Optimal identified 
SVC parameters

i < k?

k-fold cross 
validation

YES

NO

i

i

MVMOS

Stop 
criterion?

New/best-fit set 
of parameters

Initialization of 
SVC parameters

YES

NO

SVC



DVRs – Simulation results 
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New England test system: Selected PMU locations  



DVRs – Simulation results 
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Example of non-vulnerable (stable) case 



DVRs – Simulation results 
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Example of vulnerable (unstable) case 



DVRs – Simulation results 
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Relay tripping time histograms 

a) Out-of-step protection  
 

b)  Under-voltage protection 
 

c) Under-frequency protection 



DVRs – Simulation results 
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Time window definition 



DVRs – Simulation results 
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Feature selection summary 



DVRs – Simulation results 
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TW1: DVRs based on voltage angle recorded data 



DVRs – Simulation results 
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Classification performance 

SVC outperforms all other classifiers in terms of 
classification accuracy 

SVC: Support vector classifier 
DA:  Discriminant analysis 
DTC: Decision tree classifier 
PRN: feed-forward neural network 
PNN: radial basis neural network 



SVC real-time implementation in a control center 
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Real-time Bus Phasor 
Measurements

Post-contingency 
Pattern Recognition

Empirical Orthogonal 
Functions (EOFs)

EOF scores

Classifier 
selection 

depending on 
time window

TW2 
Trained SVC

TW1 
Trained SVC

TWn 
Trained SVC

TW

Dynamic 
Vulnerability 

Status 
.
.
.



Thanks for your attention! 
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